ON A FUNCTIONAL EQUATION ASSOCIATED WITH (a,k)-REGULARIZED
RESOLVENT FAMILIES

CARLOS LIZAMA AND FELIPE POBLETE

ABSTRACT. Leta € L}

loc
(0.1) R(s)(ax R)(t) — (ax R)(s)R(t) = k(s)(a * R)(t) — k(t)(a * R)(s),

for bounded operator valued functions R(t) defined on the positive real line Ry. We show that, under

some natural assumptions on a(-) and k(-), every solution of the functional equation (0.1) give rise to a

M defined on the domain

(R4+) and k € C(R4) be given. In this paper, we study the functional equation

commutative (a, k)-resolvent family R(¢) generated by Az = lim

t—0+  (axk)(t)
t)xr — k(t
D(A) :={z € X : lim ROz = k(t)e exists in X'} and, conversely, that each (a, k)-resolvent family
t—o0t+  (axk)(t)

R(t) satisfy the functional equation (0.1).

In particular, our study produces new functional equations that characterize semigroups, cosine
operator families and a class of operator families in between them that, in turn, are in one to one
correspondence with the well-posedness of abstract fractional Cauchy problems.

1. INTRODUCTION

Functional equations arise in most parts of mathematics. Well known examples are Cauchy’s equation,
the functional equations for the Riemann zeta function, the equation for entropy and numerous equations
in combinatorics. Still other examples arise in probability theory, geometry and operator theory [1].

The theory of functional equations for bounded operators, emerged after the book of Hille and Phillips
[11] in 1957. A strongly continuous semigroup 7'(t) of bounded and linear operators on a Banach space
X, is defined by means of Abel’s functional equation:

{ Tt)T(s)=T(t+s), t>0,
T(0) =1,

which, in turn, characterizes the well posedness of the abstract Cauchy problem of first order:

{ u'(t) = Au(t), t>0;
u(0) = uyp,

T(t)z — T(t)z —

where Az = lim % is defined on the domain D(A):={ze X : lim T exists in X} In
t—0+ t—0+

1966, Sova [35] introduces the concept of strongly continuous cosine operator functions, C(t), by means
of D’Alembert’s functional equation:

Ct+s)+C(t—s)=2C1t)C(s), t,seR;
{ c(0)=1.

which characterizes the well posedness of the abstract Cauchy problem of second order:

u’(t) = Au(t), t>0;
u(0) = up;
u'(0) = ug.

2000 Mathematics Subject Classification. 39B72; 34K37; 34K06; 35R10.

Key words and phrases. Cp-semigroups; cosine operator functions; resolvent families; integrated semigroups; (a,k)-
regularized resolvent families.

The first author is partially supported by Proyecto FONDECYT 1100485.

1
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t —
where now Az =2 lim Clje -z is defined on D(A) :={x € X : lim
t—0+ t2 t—0+

be a linear operator defined on a Banach space X. In [32] Priiss proved that the Volterra equation of
scalar type:

(1.1) u(t) = /0 a(t — ) Au(s)ds + (1),

is well posed if and only if it admits a resolvent family, i.e. a strongly continuous family S(t) of bounded
and linear operators which commutes with A and satisfies the so called resolvent equation [32, Definition
1.3]:

Clz—= exists in X}. Let A
t2

t
S(t)xzx—k/a(t—s)AS(s)mds, t>0, zelX.
0

Resolvent families of operators have been known for a long time. They have many applications in the
study of abstract differential and integral equations. However, at present there are associated functional
equations for resolvent families only in special cases of the scalar kernel a(t) : For example a(t) = 1
or a(t) = t, which corresponds to the well known cases of strongly continuous semigroups and cosine
operator functions, respectively. Recently, Peng and Li in [30] have proposed an interesting functional
equation for resolvent families in case a(t) = go(t) := % which works for 0 < oo < 1 (see also [31] for
the scalar case). A functional equation for the kernel a(t) = go(t) in case @ > 0 has been proposed by
Chen and Li in [6] (see [6, Definition 3.1 and Theorem 3.4]).

In this paper, we shall be concerned with a commutative one parameter family of strongly continuous
operators R, (t), depending on two scalar kernels a(t) and k(t), satisfying R, x(0) = k(0)I and the
functional equation

(1.2)  Rag(s)(a* Rax)(t) — (a* Ra)(s)Rax(t) = k(s)(a* Rag)(t) — k(t)(ax Rax)(s), s> 0.

In case k(t) = 1 and a(t) positive, one of our main results in this paper show that the functional
equation (1.2) characterizes a resolvent family, and hence the well-posedness of the Volterra equation
(1.1). Moreover, we have the representation

?

(1.3) Az = lim w
t—0t
/a(s)ds
0

a,1(1)T — C Lo .
forallz € D(A) :={z € X : lim Raa()r =2 exists in X}, which includes the case of semigroups, co-
t—0+  (1xa)(t)

sine operator functions and resolvent families for a(t) = go(t), o > 0. Our discussion will not be restricted
to resolvent families; The more general case of (a, k)-regularized resolvent families [20] is included in our
results. Indeed, in such case we will see that in addition to (1.2) the condition

/0 " a(s)|ds
/Ot k(t — s)a(s)ds

is necessary to characterize an (a, k)-regularized resolvent family. A remarkable consequence is that the
domain of A must be necessarily dense on the Banach space X. In particular, setting k(¢) = 1 we obtain
a new (but equivalent) functional equation for strongly continuous semigroups (i.e. the case a(t) = 1)
and strongly continuous cosine operator functions (i.e. a(t) = t), respectively. On the other hand, we
prove that the condition

(1.4) sup

t>0

< 400,

im (a*axk)(s)

s—0+  (axk)(s)
that include e.g the theory of a-times integrated semigroups, is also necessary to characterize an (a, k)-
regularized resolvent family. However, the immediate denseness of D(A) is not automatically obtained
in such case, in concordance with the theory of integrated semigroups [3]. We remark that our results

:0’



ON A FUNCTIONAL EQUATION 3

recover and extends Chen and Li ([6, Theorem 3.4] and [6, Theorem 3.12]), where the case k(t) = ggy1(¢),
a(t) = go(t), a > 0,5 > 0 was considered (see [6, Definition 3.7]). In particular, our formula extend the
functional equations stated recently by Peng and Li [31], [30] (see Remark 3.11 below).

2. PRELIMINARIES

In this section we review some of the main results in the literature about the theory of (a, k)-regularized
resolvent families. This notion was introduced in [20] and studied, as well as extended, in subsequent
papers (see e.g. [33], [34], [15], [23], [27], [26] and [24]).

Let us fix some notations. From now on, we take X to be a complex Banach space with norm || - ||.
We denote by B(X) the Banach algebra of all bounded linear operators on X endowed with the operator
norm, which again is denoted by || - ||. The identity operator on X is denoted by I € B(X), and R
denotes the interval [0, 00). For a closed operator A, we denote by o(A4), 0,(4), 0,(A) and 0,(A) the
spectrum, the point spectrum, the residual spectrum, and the approximate spectrum of A respectively.

Definition 2.1. Let k € C(R4), k # 0 and a € L}, (R}), a # 0 be given. Assume that A is a linear
operator with domain D(A). A strongly continuous family {R(t) }+>0 C B(X) is called an (a, k)-regularized
resolvent family on X having A as a generator if the following properties hold:
(i) R(0) = k(0)[;
(ii) R(t)z € D(A) and R(t)Ax = AR(t)x for all x € D(A) and t > 0;
t

(ifi) R(t)x = k(t)z + /O a(t — $)AR(s)zds, t > 0, x € D(A).

We emphasize that the main properties of this theory admit very clear and simple proofs, and what
is more interesting, it is easy to associate a suitable regularized resolvent family to a wide class of linear
evolution equations, including e.g. fractional abstract differential equations. See [21].

Assume that a and k are both positive and one of them is non-decreasing. Let {R(¢)};>0 be an
(a, k)-regularized resolvent family with generator A such that

(2.1) IR < Mk(t), ¢=>0,

for some constant M > 0. Then we have

(2.2) Az = lim x € D(A).

Here we denote (a * k)(t) := fot k(t — s)a(s)ds the finite convolution between a and k. The above repre-
sentation of A in terms of R(t) was established in [24] (see also [26]). We note that there is a one-to-one
correspondence between (a, k)-regularized resolvent families and their generators. Moreover, we can prove
that an (a, k)-regularized resolvent family is uniformly continuous if and only if its generator is a bounded
linear operator [20].

We say that {R(t)}:>0 is of type (M, w) if there exists constants M > 0 and w € R such that
|R(t)|| < Me“? for all t > 0.

The next result corresponds to the generation theorem for the theory. We assume that the Laplace
transform for a(t) and k(t) exists for all A > w.

Theorem 2.2. ([20]) Let A be a closed linear densely defined operator on X. Then {R(t)}t>o0 is (a, k)-
reqularized resolvent family of type (M,w) if and only if the following conditions hold:

(1) a(A) #0 and ﬁ € p(A) for all X\ > w

(2) H\\) := E()\)(I —a(A\)A)~! satisfies the estimates

|
ARl —

_()\—70.})"""1’ )\>w, n € Np.
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In the case where k(t) = 1, Theorem 3.4 is well known. In fact, if a(t) = 1, then it is just the
Hille-Yosida theorem; if a(t) = t, then it is the generation theorem for generators of cosine functions due
to Sova and Fattorini; for arbitrary a(t), it is the generation theorem due essentially to Da Prato and

b

Tannelli [32]. In the case where k(t) = 7 and a(t) = 1, it is the generation theorem for n-times integrated

semigroups [13]; if k(t) = tn—w, and a(t) is arbitrary, it corresponds to the generation theorem for integrated
solutions of Volterra equations due to Arendt and Kellermann [4].

Although the generation theorem characterizes all generators of (a, k)-regularized resolvent families,
it is difficult to verify the estimate of all derivatives of the operator H(\) in concrete applications. Thus,
one tries to build up the operator from simpler ones using perturbation techniques. The following is
the main result available until now. It corresponds to the extension of the Miyadera-Voigt perturbation
theorem in the theory of Cy-semigroups. In this theorem, the perturbation B is bounded only from the
domain of the generator D(A), endowed with the graph norm ||z||4 := ||z| + || Az].

Theorem 2.3. ([24]) Let A be a closed operator on X. Assume that A generates an (a, k)-regqularized
resolvent family {R(t)}1>0 of type (M,w) and suppose that
(i) there exists b € L} (Ry) such that (k= b)(t) = a(t) for all t > 0.

(ii) there exists constants p > w and v € [0,1) such that

/000 e M I|B /07' b(r — s)R(s)xds

Then A+ B generates an (a, k)-regularized resolvent family {R(t)}+>0 on X such that ||R(t)|| < %eut.
In addition

dr < vllz|| for all x € D(A).

R(t)zr = R(t)z + /Ot R(t — r)B/OT b(r — s)R(s)xdsdr, z e X.

The next result show, roughly speaking, the continuous dependence of an (a, k)-regularized resolvent
family R(t) on its generator A. More precisely, the theorem below show that the convergence - in an
appropriate sense - of a sequence of generators is equivalent to the convergence of the corresponding
(a, k)-regularized resolvent families.

Theorem 2.4. ([25]) Let {k,}n>0 € L1, .(RY) and {a,}n>0 € ACioe(RY) be of type (M,w), w > 0, such

loc

that @, (X) # 0 for X > w and [~ e™“*|al,(s)|ds < co. Let Ay be closed and linear operators in X such
that Ag is densely defined. For each fized n € Ny, assume that R, (t) is an (an, ky)-regularized resolvent
family generated by A, in X, and that there exists constants M > 0 and w € R, independent of n, such
that

|Ra(t)]] < Me*t,  for all t > 0.

Suppose also an(t) — ao(t) and k,(t) = ko(t) as n — oo. Then the following statements are equivalent:
(1) lim k(A1 — an(N)A,) " = ko(A\)(I — ag(N)Ag)~? for all X > w
n—oo
(2) li_>m R, (t)x = Ro(t)x for allz € X, t > 0. Moreover the convergence is uniform in t on every

compact subset of RT.

Note that the above theorem is the extension of the Trotter-Kato theorem for the theory of Cjy-
semigroups, which follows in case a(t) = k(t) = 1.

In our next result, of concern are ergodic type theorems. Here the contributions to the theory are
contained in the references [27], [18]. We below cite only a simple, but typical, result.
Theorem 2.5. Let A be the generator of an (a, k)- reqularized resolvent family {R(t)}+>0 such that
IR < Mk(t) forallt > 0.

Suppose that
(1) a(t) is positive, and k(t) is nondecreasing and positive as well.
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AR Kt R0 N
(iii) it;%) W < 00

. . (axaxk)(t)
(iv) lim " =00

A% T@x R0
Define

¢
Ay = k:%a(t)/o a(t —s)R(s)xds; ze€X ¢>0.
Then the following holds:
(1) The mapping Px := tliglo Az is a bounded linear projection with Ran(P) = Ker(A), Ker(P) =
Ran(A), and
D(P) = Ker(A) ® Ran(A).
(2) For0 < <1 andz € Ker(A) ® Ran(A), we have

B
Az — Pa|| = O (L’:(Ijzt)} > as [t — oc.

(3) If X is reflexive then Ker(A) @ Ran(A) = X.

Note that in the case k(t) = (éil) a(t) = F(;) a > 0, 8 > 0 the conditions (i)-(iv) are automatically

satisfied.
In the next result, we are interested in the relation between the spectrum of A and the spectrum of
each one of the operators R(t), ¢ > 0. We denote by s(t, A) the unique solution of the convolution equation

s(t,A) == alt) + /\/O a(t — 7)s(r, \)dr.

We also define .
r(t, \) == k(t) + /\/ s(t — 7, \k()dT.

0

From a purely formal point of view one would expect the relation o(R(t)) = r(t,o(A)). This, however, is
not true in general. The following result corresponds to the inclusion theorem.

Theorem 2.6. ([26]) Let A be a closed operator on X and let R(t) be an (a,k)-regularized resolvent
family with generator A. Then
(i) o(R(t)) D> r(t,0(A)), =0,
(i) op(R(t)) D r(t,0p(A)), t=0,
(iii) IfA is densely defined then O'T(R(t)) Dr(t,or(4)), t>0,
(iv) oa(R(t)) Dr(t,0a(4)),  t=0.

Remark 2.7. In the case k(t) = 5+1 ,8>0,a(t)= % a >0, we have that

Tap(t,\) = t°P Eq g1 (M%)
where Eq gy1 denotes the Mittag-Leffler function, defined as follows:

n

E. S 0, 1
sz ;)rna+ﬂ+1) a>0, f>

In particular: o = 1,8 = 0 gives E1 1(z) = €* and then r1o(t,\) = e. Here R(t) is the Co-semigroup
generated by A and therefore we recover the well known inclusion

Wt o(R(1)), t>0.
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If o = 2,8 = 0 we have E51(2?) = cosh(z) and then r1(t,\) = cosh+/(A\)t. Here we recover the

inclusion [29]:
cosh/o(A)t C o(R(t)), t>0.
In general, let o > 0 and suppose that the fractional Cauchy problem:
Dfu(t) = Au(t), t>0

is well posed, where DY denotes Caputo’s fractional derivative. Then A generates an (a,0)-regularized
resolvent family R, (t) and we conclude that

Fan(0(A)%) C o(Ra(t), 0.
This result was first proved by Li and Zheng [19)].

Recent results on the theory of (a, k)-regularized resolvent families include conditions under which
the complex inversion formula for the Laplace transform holds for (a, k)-regularized regularized families
[22] and Kallman-Rota type inequalities [23]. However, following the analogy with the theories of Cp-
semigroups and cosine operator functions, many problems are still to be solved.

3. A FUNCTIONAL EQUATION

Let X be a complex Banach space and f € L} (RT, X). The Laplace integral is defined by
ﬂn:/'anﬁ:nm/e%ﬂmt
0 T—00 0

Also define abs(f):=inf{ReA : ]?()\) exist }. Recall that a function f is called Laplace transformable if
abs(f) < oo. Note that a locally Bochner integrable function f is Laplace transformable if and only if its
antiderivative F'(t fo s)ds is exponentially bounded, see [3, Section 1.4]. The following theorem is
the main result in thls sectlon

Theorem 3.1. Let {R(t)}s>0 C B(X) be an (a, k)-reqularized resolvent family generated by a closed
operator A such that p(A) # 0. Then, for all t,s > 0 we have R(t)R(s) = R(s)R(t), and the functional
equation

(3.1) (FE) R(s)(ax R)(t) — (ax R)(s)R(t) = k(s)(a* R)(t) — k(t)(a * R)(s)
holds.

Proof. Note that by [20, Lemma 2.2] we have that for all z € X, (a % R)(t)z € D(A) and

(3.2) R(t)z = k(t)z + A(a * R)(t).

Hence

(ax R)(s)R(t)x (@ R)(s)k(t)z + (ax R)(s)A(a * R)(t)x

(ax R)(s)k(t)z + A(a x R)(s)(a x R)(t)x

= (ax R)(s)k(t)z + R(s)(a x R)(0)x — k(s)(a* R)(t)a

where we used the item (ii) in Definition 2.2 and equation (3.2). This show that (F'E) holds for all z € X
and t,s > 0.

a*x R
ax R

Now we show that R(t)R(s) = R(s)R(t) for all t,s > 0. Let F(t) := R(t)R(s) and H(t) := R(s)R(t)
then for all z € D(A)
F(t)r = k(t)R(s)z + (a* F)(t) Az
H(t)x =k(t)R(s)x + (a x H)(t) Az
where we used Definition 2.2, the fact that A is closed and R(t)Axz = AR(t)x for all x € D(A),t > 0. It
then follows that W (t) := F(t) — H(t) satisfies

W)z = a*xW(t)Ax for all x € D(A).
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Note that by (ii) in the Definition 2.2, W (t)x € D(A) for all x € D(A) and hence by (iii) we obtain
kxW(t)x=(R—axRA)«W(t)x =Rx (W —axWA)(t)x =0.

Now let A € p(A), y € X and define z = (A\—A)~1y. Then (A\—A)k*W (t)z = 0 implies that k+xW (t)y = 0

for each y € X. Therefore, by Titchmarsh’s Theorem, we obtain that W (t)z = 0 for each x € X which

ends the proof.
O

Remark 3.2. Assume that R(t) is Laplace transformable. We note that an application of the double
Laplace transform to (FE) gives the following identity
L k(N 1 . F () 1 .
R(MNR(p) = R(p) —
R = 255 TR~ 3

(N a(w) () alw)
Let S, T : Rt — B(X) be strongly continuous functions satisfying ||S(t)|| < Me“" and ||T(t)|| <
Me*“t (t > 0) for some w € R, M > 0 ( for simplicity we may assume the same constants). For h € R
we shall denote S” the translation S”(u) := S(u + k) X[~ +o0)(u) for u € R and

t
(T S)(t) :== / T(t—s)S(s)ds, t>0,
0
the convolution product between 7" and S. We will need the following result.

Lemma 3.3. ([14, Lemma 4.1]) Let S, T : [0,00) — B(X) be strongly continuous functions satisfying
the assumptions above. For A > p > w, the following identities are valid:

(3.3) SOVT () = /O Y /0 " e ST (s)dsdt

1 Q Q _ > -\t > —ps $)ds
(3.4) m(S(A)—S(u))_/O c /0 PSSt + s)dsdt
(3.5) ﬁf(u)[é ~ S / / 5 (T % §Y)(s)dsdt

Defining S(t) = S(—t) for t <0 we have,

1 N A
(3.6) g )\(S / / e M8 (s —t)dsdt, A+ p> 0.
and
(3.7) - i () (SO + 8 / / =15 (T 5 S~ (s)dsdt, A+ > 0.
and defining S(t) := —S(—t) for t <0 we obtain
_71 3 G _ & — > —At > —us —t
(3.8) g )\T(,u)(S()\) S(p)) /0 e /0 e~H(T x S7(s)dsdt, A+ p>0.

In what follows, we restate and analyze consequences of Theorem 3.1 in several particular cases. They
are important because includes different theories of strongly continuous operators and, as consequence,
involves the well posedness of wide classes of abstract evolution equations.

Ezample 3.4. (Semigroups) k(t) = a(t) = 1. In this case we have that R(t) corresponds to a Cy-semigroup
and the associated functional equation (FE) reads:

(3.9) R(s) /O " Rr)dr — R(1) /O " R(r)dr = /0 " Rrydr — /0 R(r)dr, ts>0.
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Corollary 3.5. Assume that R(t) is Laplace transformable. Then equation (3.9) is equivalent to Abel’s
Sfunctional equation.

Proof. By (3.4) we have the identity:
/ / e M R(t 4 s)dsdt = w
o Jo p—=A

Hence, applying the double Laplace transform to the Abel’s functional equation
R(t+s)=R(t)R(s), t,s>0,
we obtain R
ROV = BN =T0)

1
which is equivalent to

R(p) — —R

Au() Au()

Hence, inversion of the double Laplace transform to the above identity gives (3.9). The converse is
analogue. 0

SROVAG) — RODA() =

Ezample 3.6. (Cosine operator families) k(t) = 1, a(t) = t. In this case we have that R(t) corresponds
to a cosine operator family [3, Section 3.14] and the associated functional equation (FE) reads:

(3.10) R(s)/o (t = T)R(7)dT — R(t) /Os(s —7)R(T)dT = /0 (t —7)R(T)dr — /Os(s — 7)R(T)dT.

Corollary 3.7. Assume that R(t) is Laplace transformable. Then equation (3.10) is equivalent to the
D’Alembert’s functional equation.

Proof. By (3.6) we have the identity:
/ / e M HSR(t — s)dsdt = R( )+ R( ),
A

valid whenever R(t) is extended as an even function to R, which is indeed the case of cosine operator
families.
We apply the double Laplace transform to the D’Alembert’s functional equation:
R(t+s)+ R(t —s) =2R(t)R(s), t,s>0,
and we obtain . . . A
R = B(p) | BA) +R(p) _ 5007
+ =2R(M\R
T Y (M) R(p)

which, after an algebraic manipulation, is equivalent to

R(p) = 555 RO = ROVR()

N2 — 2
(compare with Remark 3.2 in case a(t) =t and k(t) = 1). The above identity is equivalent to:
. 1 . . 1 . 1 - 1 -
RN —=R(pu) — R(p) RN = <R(n) — ——R(N).
()3 R0) = Rlo) 35 RO = 5 Rlo) = 5=

Hence, inversion of the double Laplace transform to the above identity gives (3.10). The converse is
analogue.
O

Ezample 3.8. (Sine operator family) k(t) = t, a(t) =t. In this case we have that R(t) corresponds to a
Laplace transformable sine family [3, Section 3.15] and the associated functional equation (FE) reads:

311)  R(s) /O (t — 7Y R(r)dr — R(1) /0 (s — TR(r)dr — s /0 (t — ) R(r)dr — 1 /O (s — T)R(r)dr.
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Remark 3.9. The functional equation (3.11) is equivalent to the following
s t t s

(3.12) SR(1)R(s) = / R(s—mydr — | Rt+7)dr+ | R(r)dr — / R(r)dr, t5>0.
0 0 0 0

To show this, we apply the double Laplace transform to the equation (3.12) and then Lemma 3.3, to
conclude that:

: RO —R(w) RN —R(w)  RQ) _ R(w)

ZR(t)R(S) = ] N(N"’A)‘) AMp—A) * AL - Ap
RO~ B
M2 — )2

Finally, using Remark 3.2 in case a(t) = t and k(t) = t we see from the last identity that (3.11) is
equivalent to the equation (3.12). We notice that the functional equations (3.11) and (3.12) seems to be
new for the theory of sine operator functions [3].

Ezample 3.10. (Laplace transformable («, B)-resolvent operators). This example recover Theorem 3.11
in [6]. Let k(t) = F(éii_l);a(t) = ga(t) = %;a > 0,8 > 0. In this case we have that R(t) corresponds
to a Laplace transformable (9o, ga+1)-regularized resolvent family [6, Theorem 3.12] and the associated
functional equation (FE) reads:

t

R(s)/o Jo(t—7)R(7)dT—R(t) /03 Jo(s—T)R(T)dT :gB—H(S)/o o (t—T)R(T)dT—g841(t) /05 o (s—T)R(T)dT.

Note that, taking a(t) = k(t) = ga(t),a > 0 (i.e. 8+ 1 = a) this example also includes the concept
of a-resolvent families introduced in [2], which characterizes the well posedness of the fractional Cauchy
problem
(3.13) D2u(t) = Au(t), t>0,

where D' denotes the Riemann-Liouville fractional derivative. On the other hand, the special case
k) = 1 and a(t) = ga(t),a > 0 gives the theory of solution operators introduced by Bazhlekova [5]
for the fractional Cauchy problem (3.13) where now D§ denotes Caputo’s fractional derivative instead of
Riemann-Liouville fractional derivative. Note that the functional equation has now the following form:

(3.14) R(s)/o (th)O‘flR(T)deR(t) /OS(ST)O‘IR(T)dT/O (tT)alR(T)dT/OS(ST)alR(T)dT

for aa>0.

Observe the remarkable fact that in the scalar case, i.e. X = R and A = p € R, we have that the
Mittag-Leffler function E,(pt®) satisfies the functional equation (3.14), because it is the unique solution
of (3.18) with the fractional derivative considered in the sense of Caputo. In other words, we have

Ealps?) [ (=) Ealpr)ir — Ea(pt®) [ (s = 1) Bulprar

t s
= / (t —7) L Ey(pr®)dr — / (s = T)* L E,(pr®)dr,t,s > 0,
0 0

for a > 0. In particular, it shows that the functional equation (3.14) is a proper generalization of Abel’s
functional equation (corresponding to the case o = 1) and D’Alembert functional equation (corresponding
to the case a = 2) since in case o = 1 we have Ei(pt) = et and in case a = 2 we have Ey(pt?) =

cosh(y/pt).
Remark 3.11. Suppose the family {R(t)}1>0 of bounded linear operators of X is Laplace transformable.
Then for 0 < a < 1 the functional equation (3.14) is equivalent to the functional equation

R, [ R RE)
(3.15) /O (t—l—s—T)adT /O(t+s—7)ad /O(H'S_T)ad

' ’ R(TI)R(TQ)
a‘/o ~/0 (t+3—7'1 —7-2)1+oz T1G4T2,
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proposed by Peng and Li in [31] and [30]. Indeed, we apply the double Laplace transform to the equation
(3.15) and use Lemma 3.3 to conclude that the following identity holds for 0 < a < 1:

L(1—a) |R\)  R(u L(1—a)RWN) [ 1 1 r(1 —a)R(p) [ 1 1
w— A )\lfa B ,ullfa B A\ — m |:u1a B )\la:| B -\ |:)\1a B Mla:|
= al(1-a) “: - : R(WR(N)

Then, algebraic manipulation shows that it is equivalent to the identity

1 5 1 S
. . 5+ R(w) R(N)
R(u)R(\) = > ST :
( ) ( ) )\101 Aa*,ua Hl )\ailua

Finally, using Remark 3.2 in case a(t) = % and k(t) = 1 we see from the last identity and inversion
of the double Laplace transform that (3.15) is equivalent to the functional equation (3.14).

Ezample 3.12. (Laplace transformable k-times integrated semigroups). We take in this example k(t) =
tk

o) k=0,1,... and a(t) = 1. We have that R(t) is an k-times integrated semigroup and the functional
equation has the form

5) /OtR(T)dT—R(t)/OSR(T)d k'/ R(r dT—f/ R(7)dr

Following the same type of arguments as in Corollaries 3.5 and 3.7 (see also the following example),
we note that the above equation is equivalent to the following well known formula that originally define
k-times integrated semigroups (see [3, Section 3.2, Proposition 2.3.4]:

t+s s
R(t)R(s) = ﬁ[/t (s +t—7)*"1R(r)dr — /0 (s +t—7r)*"LR(r)dr].

Ezample 3.13. (K-convoluted semz’gmups) Let K be a complex-valued, locally integrable function on

[0,00). We take in this example k(t fo o)do and a(t) = 1. We have that R(t) is an K-convoluted
semigroup (see [16, Definition 2.1] and references therein) and the functional equation has the form

(3.16) R(s) /0 t R(r)dr — R(t) /0 " R(r)dr = /0 " K(o)do /0 tR(T)de /0 tK(a)da /O " R(r)dr,

which is equivalent with the standard definition:

t+s t s
(3.17) R(t)R(s)m:[/O —/0 —/0 K (t + 5 — ) R(r)adr.

Indeed, if R is Laplace transformable then we can apply the double Laplace transform to the equation
(3.17) and use Lemma 3.3 to conclude that:

_ KMWRp) - KRN
A—p

Then observing the formula in Remark 3.2 we note that (3.16) is equivalent to the functional equation
(3.17).
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Ezample 3.14. (K-convoluted cosine functions). Let K be a complex-valued, locally integrable function on

[0,00). We take in this example k(t) = fot K(o)do and a(t) =t. We have that R(t) is an K-convoluted
semigroup and the functional equation has the form.

R(s) /O t(t—T)R(T)dT—R(t) /0 (5= R(r)dr — /0 " K(o)do /O t(th)R(T)de /O tK(a)da /O (5= R(r)dr

in contrast with the (equivalent) recently discovered expression [14]:

SR(E)R(s) = /t T K (st — ) R(r)dr /O " K(s 4t — r)R(r)dr+

+ [ K-+ 0R0r+ [T K- R0
0

t—s

where t > s > 0.

Example 3.15. (Resolvent families). Taking k(t) = 1,a € L} _(Ry) we obtain the following functional

loc
equation, which seems to be the first, for the theory of integral equations of convolution type [32]:

R(s) /0 "alt — ) R(r)dr — R(1) /O Cals — VR(r)dr = /0 Calt — ) R(r)dr — /0 " s — 1VR(r)dr.

Ezample 3.16. (Integral resolvents). Taking a(t) = k(t) we obtain, to our knowledge, the first functional
equation for the theory of integral resolvents. Of course, it includes the scalar case [10]:

t s t s
R(s)/o a(t — T)R(T)dr — R(t)/o a(s — T)R(T)dr = a(s)/o a(t — T)R(T)dr — a(t)/o a(s —1)R(T)dr.
Ezample 3.17. (An special case). Taking k(t) =1 and a(t) = %’ye*ﬁt,v # 0, we obtain

R(s) /0 (t —7)* e PUTIR(7)dT — R(t) /0 ) (s — )" e P R(T)dr

t s
= / (t —7)* e P R(r)dr — / (s —7)* e P R(7)dr.
0 0

In this example, the kernel a(t) is important in viscoelasticity theory [32].

4. SUFFICIENT CONDITIONS
Let k,a € L}, (Ry) be given and R : R; — B(X) be a strongly continuous family such that
(4.1) (FE) R(s)(a* R)(t) — (ax R)(s)R(t) = k(s)(a*x R)(t) — k(t)(a * R)(s)

holds for all s,¢ > 0. In this section, we study in what extent the functional equation (FE) is sufficient
to imply that R(t) is an (a, k) resolvent family. In passing, we are going to unify and clarify from a
general perspective a basic property of the theories of semigroups and cosine operator families: Automatic
denseness of the domain of the generator.

Theorem 4.1. Letk € C(Ry) a € L}, (R) be given and let R(t) C B(X) be a commutative and strongly

loc

continuous family such that R(0) = k(0)I and satisfies (FE). Define

. . R —k(t)r
D(B) := {m €X: tl_lgl+ i) emst}

(4.2) By = lim Bz —kt)e

oy (ar k@) z € D(B),
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and suppose the following condition
sup fo la(s)|ds
>0 |axk(t)|

Then R(t) is an (a, k)-reqularized resolvent family with generator B. Moreover, B is closed and D(B) is
dense in X.

(4.3)

Proof. Since R(0) = k(0)I, we have to prove conditions (ii) and (iii) from Definition 2.1. Fix = € D(B)
and ¢t > 0. For s > 0 we have from the commutativity of the family R(¢) that

(4.4) R(s)R(t)xr — k(s)R(t)r  R(t)(R(s)x — k(s)x)
' a* k(s) B ax* k(s) '

Since R(t) is bounded, by definition of B we have that

lim R(t)(R(s)x — k(s)x)

s—0+ a* k(s)
exist and equals to R(t)Bx. Then (4.4) implies that R(t)x € D(B) and BR(t)x = R(t)Bx for all t > 0.
It proves condition (ii) in Definition 2.1. In order to show condition (iii), let « € X be given and note
that by (4.3) we have that

L] < |a*k o [ lats =l 1RGs ~ kel
(4.5) < |a*k /'m wldp s Bz ke =0 ass 0%
It follows from (4.1) and (4.5) that
W) M@“*Rﬂgi&gﬂw*Rﬂﬂxz<G*M$}f&§—k“WW%R@n_k@m
as s — 0F for all z € X. Then, for all z € X and ¢ > 0, (a * R)(t)z € D(B) and

(4.7 B(a* R)(t)xr = R(t)x — k(t)x.
Now let € D(B). Note that (a * R)(t)x € D(B) and hence, by (4.2) and the commutativity of R(t), we
have
L R()ax Rz — k(s)ax R)(B)a
BlaxR)()x = slg(r)lJr a* k(s)
[R(s)x — k(s)z]

= lim (ax R)(t)

50+ a* k(s)
(4.8) = (axR)(t)Bx
It then follows from (4.7) and (4.8) that, for all x € D(B)
(4.9) R(t)x = k(t)r + Blax R)(t)r = k(t)z + (a * R)(t)Bx.

It shows (iii) in Definition 2.1 and hence that R(t) is an (a, k)-regularized resolvent family generated by
B.
We now show closedness. Let (z,) € D(B) be a sequence such that x,, - x and Az, — y as n — co. It
follows from the second equality in (4.9) that

R(t)x = k(t)x + (a x R)(t)y.
Then by (4.5) we have

R(t)x — k(t)z _ (ax R)(t)y Sy

a * k(t) a * k(t)

as t — 07. It shows z € D(B) and Bx = y.
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Finally, we show that D(B) is dense in X. Let z € X be given. Then it was proved that a * R(t)z €
D(B) for all t > 0. Hence, defining
a* R(1/n)

n= " 7/ \% Na
v a*k(l/n)x "e

it follows from (4.5) that =, € D(B) and lim x, = z, proving the claim and the theorem.

n— oo

O

Remark 4.2. We notice that the denseness of D(A) is always present under the conditions of the above
theorem. In particular, we recover a well known result in the theories of semigroups and cosine operator
functions and, more important, gives new results for other theories of strongly continuous functions of
operators. An immediate application of this result is that the Laplacian operator with Dirichlet boundary
conditions cannot be the generator on LP spaces for p # 2, of those classes of (a, k)-regularized resolvent
families that have a(t) and k(t) satisfying (4.3).

Our next result, studies a complementary case of Theorem 4.1. Here we deal with integrated versions
of the operator families where, as we known, the density of the domain is not present, in general.

Theorem 4.3. Letk € C(R;) anda € L}, .(Ry). Let R(t) C B(X) be a commutative strongly continuous
family such that R(0) = k(0)I and satisfies (FE). Define D(B) and B as in the above theorem. Suppose
the following condition

k
(4.10) lim (ax(axk))(s) _ 0.
s=0+  axk(s)
Then R(t) is an (a, k)-regularized resolvent family with generator B.

Proof. Since R(0) = k(0), we have to prove conditions (ii)-(iii) in Definition 2.1. The proof of (ii) is the
same as in Theorem 4.1. To show (iii), fix x € D(B) and note that

e /'m I (R(e)z — K(o)o)d

(4.11) o k)

Since x € D(B), there exists 5 > 0 such that for all |u| <6

R(wz — k(pz _ 5
s e <1
Then for all |u| <6,
(4.12) [R(p)x — k(p)zl| < (1+ [|Bzl)[(a* k)(p)] = Cal(a* k)(p)].
It follows from (4.11), (4.12) and the condition (4 10) that

ax B o(s (a+

a* k(s) ‘ \a*k / Ja( B) () ldps
(4.13) = |a*k(s)\ C,—0 — 0.

Since R(t)x — k(t)x € D(B), it follows from (4.1) and (4.13) that
R(s)(a* R)(t)x — k(s)(ax R)(t)x  (ax* R(s))(R(t)x — k(t)x)

(4.14) T = o k(s) — R(t)x — k(t)x
as s — 07. Then for all x € D(B), we have (a * R)(t)z € D(B) and

(4.15) B(a* R)(t)xr = R(t)x — k(t)x.

Finally, note that (a * R)(t)x € D(B) and

(4.16) B(a* R)(t)r = (a* R)(t)Bx

Hence

R(t)x = k(t)x + Blax R)(t)x = k(t)x + (a x R)(t)Bx
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proving the theorem.
O

Ezample 4.4. Suppose that a(t) and k(t) are positive kernels, then the condition (4.10) holds. In fact,
denote ¢(t) = (ax k)(t). Then c(t) is positive non-decreasing and therefore

(axc)(t) = /0 a(t — s)c(s)ds < /0 a(t — s)c(t)ds = c(t)/o a(s)ds, t>0.

Hence
(a*axk)(t) tas o
i S ), w0

ast— 0.

Remark 4.5. In view of Theorems 3.1, 4.1 and 4.3, the Definition 2.1 is equivalent, under certain con-
ditions on the kernels a(t) and k(t), to the functional equation (FE). This fact can be used to define
(a, k)-regqularized families in a local way, and avoid the use of Laplace transform in the development of
the theory. We note that more general classes of families of bounded operators like, e.g. (a,k)-reqularized
C-regularized families can be understood using (FE) (see e.g. [17, Definition 1.2]). We left the details to
the interested reader.

5. APPLICATION

In this section, we give one example to show how this class of regularized families defined by functional
equations appears in new concrete problems, while other methods not apply directly.
Consider the following nonlinear third order differential equation

(5.1) u” (t) + o (t) + 2 Au(t) + bAW' (t) = f(t,u(t), ' (t),u” (t))

with given initial conditions w(0),u'(0),u”(0), and where «,b, ¢ are positive real numbers and f is a
vector-valued function.

Equation (1.1) has recently attracted the attention of a number of authors because their applications
in different fields as, for example, high intensity ultrasound and vibrations of flexible materials. See
[12], [9], [7] and references therein. In such cases, usually the operator A is the negative Laplacian
and f(t,u,up, uy) = (K(ug)? + |Vul?); for a suitable constant K > 0. For example, in high intensity
ultrasound, u is the velocity potential of the acoustic phenomenon described on some bounded R3-
domain. In the abstract case, A is a non-negative, self-adjoint operator (possibly with compact resolvent)
defined on a Hilbert space H.

Mathematical understanding of the linearized equation

(5.2) u”' () + au () + 2 Au(t) + bAY (t) = 0

is meant as a preliminary critical step for the subsequent analysis of the full nonlinear model (5.1).
The usual operator-theoretic method to solve (5.2) is to rewrite it as a first order abstract Cauchy
problem of the form
U'(t)y=AU(t), t>0, U(0)="Uy,
on the Banach space X := X x X x X with the usual norm, and where

0 1 0
A= 0 0 1
—c?A —bA —al
is defined on D(A) := D(A) x D(A) x X. It is known that if A is unbounded then, for b = 0, the matrix
of operators A cannot be the generator of a Cy-semigroup on X, or even in some subspaces of it (see [12,
Theorem 1.1]). It can be seen directly observing the entries of the resolvent operator
(A2 +aX+bA)H(N) A+ a)H(N) H()\)
A —-A) = —c2AH(N) (A2 +aX)H(N)  AH(N)
—ACAH(N) —(Ab+ A H(N) NZH(N)
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where H(\) = (A% + aA? + bAA + ¢*A) L. Indeed, for b = 0 we replace the identity
NMHN) +aN?H\) + CAHN) =1
and obtain
(N2 + e\ H(\) M+ a)HQN)  HO
AN —A) = NHN+aXHON) -1 (A +a)N)H(N\)  MH(N)
NHO) +aXHON) — A —(Mb+ ) H(A) A2H(\)
and now we observe that the the entries N> H(\) + a 2 H()\) — I and M H(\) + aA*H(A\) — Al cannot be

a Laplace transform. Therefore, A cannot generate a Cp-semigroup on X.
However, for a # 0, we can directly associate to the equation (5.2) an (a, k)-regularized family on X,

with k(t) = e~ and a(t) = bo‘a%g(l —e ) + %t. Indeed, for such choice of the pair (a, k) we have

h(2) = Aia and a(A) = ﬁ
Hence R
5 kN,
RN = 25 Gy A

Now take the (formal) Laplace transform of the left hand side of (5.2) with initial conditions «(0) =
z,u' (0) = y,u”(0) = z. We obtain in case b =0

a(A\) = (N +aN)HN)z + (A +a)H(N)y + H(N)z.

Therefore, in case b = 0 we can still have that (5.2) is well posed in the sense that A is the generator of
an (a, k)-regularized family {S(t)},>0 and, in this case, a (mild) solution of the problem can be explicitly
given by the formula

u(t) = [S(t) + a1+ S) )]z + [(1x 5)(t) + alt « S)(H)]y + (t + 5)(t)z,
where z,y, z € X. Finally, note that

k(t) =e " and a(t) = 02/0 (t —s)k(s)ds + b/o k(s)ds

are positive kernels and therefore, by Example 4.4, the condition (4.10) in Theorem 4.3 is satisfied. In
this way, a method based on a direct approach - defined by an specific functional equation - is now
available. Note that in case b # 0 the matrix operator A is the generator of a Cp-semigroup 7 (¢) on X,
but it can never be compact. It has nothing to do with the corresponding properties of S(t). Therefore
maximal regularity results for the corresponding non-homogeneous version of equation (5.2) cannot be
proved by reduction to a first order problem. The same remark applies to stability questions; even if S(t)
is integrable, the type of T (¢) cannot be negative unless the type of S(t) already is; this implies that it
is not possible to obtain sharp integrability results for the solution u(t) of (5.2) by means of an indirect
approach.

Remark 5.1. The argument given above for the justification of the introduction of (a, k)-regularized fam-
ilies for a third order abstract differential equation is analog to those given in the origins of the theory
of cosine families, see e.g. Fattorini [8], which has proved along the years to be very efficient to handle
directly incomplete second order abstract Cauchy problems.
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