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Abstract. We characterize the existence of periodic solutions for a class of abstract retarded func-
tional differential equation with infinite delay. We apply our results to the nonlinear equation

x′(t) = Ax(t) + L(xt) + N(xt) + f(t), t ∈ R,

where A : D(A) ⊂ X → X is a closed operator defined on a Banach space X, L is a bounded linear

map, N : B → X is a continuous function defined on an appropriate phase space B and f ∈ Lp(T, X).

1. Introduction

Motivated by the fact that abstract retarded functional differential equations (abbreviated, ARFDE)
with infinite delay arise in many areas of applied mathematics, this type of equations has received
much attention in recent years. In particular, the problem of existence of periodic, almost periodic and
asymptotically almost periodic solutions has been considered by several authors. We refer the reader
to the books [6, 7], and to the papers [11, 12, 13, 3, 15, 4, 10, 2] and the references listed therein for
information on this subject.

In this work we are concerned with the existence of periodic solutions for a class of linear and
semi-linear abstract retarded functional differential equations with infinite delay.

Let X be a Banach space endowed with a norm ‖ · ‖. In this paper we study the existence of
periodic solutions for the class of abstract functional differential equations described in the form

(1.1) x′(t) = Ax(t) + L(xt) + f(t), t ∈ R.
In this description x(t) ∈ X and the history xt : (−∞, 0] → X, given by xt(θ) = x(t + θ) for θ ≤ 0,
belongs to some abstract phase space B defined axiomatically. We will assume that L : B → X is a
bounded linear map and A : D(A) ⊆ X → X is a closed linear operator. Moreover, f : R → X is a
locally p-integrable and 2π-periodic function for 1 ≤ p <∞.

As usual, we represent by [D(A)] the Banach space D(A) endowed with the graph norm

‖x‖[D(A)] = ‖x‖+ ‖Ax‖.

A similar problem for equations with finite delay has been considered in [8]. In this note we will
show that we can extend the Theorem 3.4 in [8] to include the infinite delay case.

Next we recall the basic concepts necessary to obtain our results. Let Y, Z be Banach spaces. In
what follows, we denote by L(Y,Z) the Banach space of bounded linear operators from Y into Z, and
we abbreviate this notation to L(Y ) in the case Y = Z. We begin with the concept of R-boundedness
(see [1, Definition 3.1]).
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Definition 1.1. A family of operators T = {Ti : i ∈ I} ⊆ L(Y,Z) is said to be R-bounded if there
is a constant C > 0 and p ∈ [1,∞) such that for each finite set J ⊆ I, Ti ∈ T , yi ∈ Y and for
all independent, symmetric, {−1, 1}-valued random variables εi on a probability space (Ω,M, µ) the
inequality

‖
∑
i∈J

εiTiyi‖Lp(Ω,Z) ≤ C‖
∑
i∈J

εiyi‖Lp(Ω,Y )

is verified. The smallest of the constant C is called R-bound of T and is denoted by R(T ).

To complete these concepts we define the UMD spaces. But, since we just will use some results
from the literature, it is enough for us to present a simple definition of UMD space. A Banach space
Z is said to be UMD if the Hilbert transform is bounded on Lp(R, Z) for some (and then for all)
1 < p <∞.

Next we denote T the group defined as the quotient R/2πZ. We will use the identification between
functions on T and 2π-periodic functions on R. Specifically, in what follows for 1 ≤ p <∞ we denote
by Lp(T, Y ) the space of 2π-periodic p-integrable functions from R into Y . Similarly, the notation
W 1,p(T, Y ) stands for the Sobolev space of 2π-periodic functions f : R→ Y such that f ′ ∈ Lp(T, Y ).
Moreover, q will be used to denote the conjugate exponent of p.

2. Existence of periodic solutions of ARFDE with finite delay.

In this section we study the existence of periodic solutions of a linear ARFDE with finite delay 2π.
Specifically, we will be concerned with the equation

(2.1) x′(t) = Ax(t) + F (xt) + f(t), t ∈ R,
where the function xt : [−2π, 0]→ X is given by xt(θ) = x(t+θ) for −2π ≤ θ ≤ 0, A : D(A) ⊆ X → X
is a closed linear operator and f : R → X is a locally p-integrable and 2π-periodic function, for
1 < p <∞.

The existence of periodic solutions for this equation when F : Lp([−2π, 0], X) → X is a bounded
linear map was studied in [8]. In this paper we use the following concept of solution.

Definition 2.1. Let 1 ≤ p < ∞ and let f : R → X be a locally p-integrable function. We say that
x : R → X is a strong Lp-solution of equation (2.1) if x(·) ∈ C(R, [D(A)]) ∩W 1,p

loc (R, X) and (2.1)
holds a.e. for t ∈ R.

The equation (2.1) is usually studied on the space C([−2π, 0], X). For this reason, we assume that
F is a bounded linear map from C([−2π, 0], X) into X that can be extended to a bounded linear map

F̂ : Lp([−2π, 0], X)→ X. Hence, we can consider the equation

(2.2) x′(t) = Ax(t) + F̂ (xt) + f(t), t ∈ R,
It is clear that a 2π-periodic solution of (2.2) is also a 2π-periodic solution of (2.1). Moreover, if
ek(θ) = eikθ for −2π ≤ θ ≤ 0 and k ∈ Z, then

Bkx = F̂ (ekx) = F (ekx).

We denote σZ(∆) = {k ∈ Z : ikI −A−Bk has no inverse}. We have the following result.

Theorem 2.1. Let X be a UMD space and 1 < p <∞. Assume that F can be extended as a bounded
linear map on Lp([−2π, 0], X). Then the following conditions are equivalent:

(a) For every function f ∈ Lp(T, X) there exists a unique locally p-integrable and 2π-periodic strong
solution of (2.1).

(b) σZ(∆) = φ and {ik(ikI −A−Bk)−1 : k ∈ Z} is R-bounded.



PERIODIC SOLUTIONS 3

Proof. Assume that for every function f ∈ Lp(T, X) there exists a unique locally p-integrable and
2π-periodic strong solution of (2.1), say x(·). Then, by the assumption on F , we have that x(·) is also
the unique locally p-integrable and 2π-periodic strong solution of (2.2). Hence, (b) follows from [8,
Theorem 3.4]. Conversely, assume that σZ(∆) = φ and {ik(ikI − A − Bk)−1 : k ∈ Z} is R-bounded.
From [8, Theorem 3.4] we obtain that for every function f ∈ Lp(T, X) there exists a unique locally

p-integrable and 2π-periodic strong solution x(·) of (2.2). Since F̂ is an extension of F , we conclude
that x(·) is the unique solution of (2.1), proving (a). �

3. Existence of periodic solutions of ARFDE with infinite
delay.

In this section we apply the Theorem 2.1 to study the existence of periodic solutions of equation
(1.1) with infinite delay. To get our objective we need an appropriate phase space.

We use an axiomatic definition of the phase space B, which is similar to the one used in [5].
Specifically, B will be a linear space of functions mapping (−∞, 0] into X endowed with a seminorm
‖ · ‖B and verifying the following axioms.

(A) If x : (−∞, σ + a) → X, a > 0, σ ∈ R, is continuous on [σ, σ + a) and xσ ∈ B, then for every
t ∈ [σ, σ + a) the following conditions hold:

(i) xt is in B.
(ii) ‖ x(t) ‖≤ H ‖ xt ‖B.
(iii) ‖ xt ‖B≤ K(t− σ) sup{‖ x(s) ‖: σ ≤ s ≤ t}+M(t− σ) ‖ xσ ‖B,
where H > 0 is a constant; K,M : [0,∞) → [1,∞), K is continuous, M is locally bounded
and H,K,M are independent of x(·).

(B) The space B is complete.

Usually the definition of phase space includes the axiom

(A1) For the function x(·) in (A), the function t→ xt is continuous from [σ, σ + a) into B.

However because we are studying the existence of strong solutions for the equation (1.1) this axiom is
not relevant and we can replace it by a weaker one.

Example 1. The phase space Cg(X).

Let g be a positive continuous function on (−∞, 0]. Let B = Cg(X) be the space consisting of all

continuous functions ϕ : (−∞, 0] → X such that
‖ϕ(θ)‖
g(θ)

is bounded on (−∞, 0]. We assume that g

satisfies conditions (g-1) and (g-2) in the terminology of [5]. This means that

(g-1) The function G(t) = sup
θ≤−t

g(t+ θ)

g(θ)
is locally bounded for t ≥ 0.

(g-2) g(θ)→∞ as θ → −∞.

With the norm in B defined by

‖ϕ‖g = sup
θ≤0

‖ϕ(θ)‖
g(θ)

the space B is a phase space that satisfies (A1) ([5, Theorem 1.3.2]).

Example 2. The phase space Cr × Lp(ρ,X)

Let r ≥ 0, 1 ≤ p < ∞ and let ρ : (−∞,−r] → R be a nonnegative measurable function
which satisfies the conditions (g-5), (g-6) in the terminology of [5]. Briefly, this means that ρ is
locally integrable and there exists a non-negative, locally bounded function γ on (−∞, 0] such that
ρ(ξ+ θ) ≤ γ(ξ)ρ(θ), for all ξ ≤ 0 and θ ∈ (−∞,−r) \Nξ, where Nξ ⊆ (−∞,−r) is a set with Lebesgue
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measure zero. The space Cr ×Lp(ρ,X) consists of all classes of functions ϕ : (−∞, 0]→ X such that
ϕ is continuous on [−r, 0], Lebesgue-measurable, and ρ ‖ ϕ ‖p is Lebesgue integrable on (−∞,−r).
The seminorm in Cr × Lp(ρ,X) is defined by

‖ ϕ ‖B= sup{‖ ϕ(θ) ‖: −r ≤ θ ≤ 0}+

(∫ −r
−∞

ρ(θ) ‖ ϕ(θ) ‖p dθ
)1/p

.

The space B = Cr×Lp(ρ,X) satisfies axioms (A), (B) and (A1). Moreover, when r = 0 and p = 2, we

can take H = 1, M(t) = γ(−t)1/2 and K(t) = 1 +
(∫ 0

−t ρ(θ) dθ
)1/2

, for t ≥ 0. See [5, Theorem 1.3.8]

for details.

To establish our results, we will need additional properties of the phase space B. In this work we
discuss two possibilities.

We next denote by C00(X) the space of continuous functions from (−∞, 0] to X with compact
support. We consider the following axiom for the phase space B ([5]).

(C2) If a uniformly bounded sequence (ϕn)n in C00(X) converges to a function ϕ in the compact-
open topology, then ϕ belongs to B and ‖ϕn − ϕ‖B → 0, as n→∞.

It is easy to see ([5]) that if the axiom (C2) holds, then the space of continuous and bounded
functions Cb((−∞, 0], X) is continuously included in B. Thus, there exists a constant Q > 0 such
that

‖ϕ‖B ≤ Q‖ϕ‖∞, ϕ ∈ Cb((−∞, 0], X).

Furthermore, in this case ([5], Proposition 7.1.5) the function K(·) involved in axiom (A) can be
chosen as the constant Q.

As an example, we mention that if the function g satisfies the conditions (g-1) and (g-2), then the
space Cg(X) defined in Example 1 satisfies the axiom (C2) ([5, Theorem 1.3.2]). In a similar way, if∫ −r
−∞ ρ(θ)dθ <∞, then the space Cr × Lp(ρ,X) also satisfies the axiom (C2).

Assume now that B satisfies the axiom (C2). Let L : B → X be a bounded linear map. Let

C2π([−2π, 0], X) = {ϕ ∈ C([−2π, 0], X) : ϕ(0) = ϕ(−2π)}.
For ϕ ∈ C2π([−2π, 0], X) we write ϕ̃ for the 2π-periodic extension of ϕ to (−∞, 0]. Since ϕ̃ ∈ B, we
can define F : C2π([−2π, 0], X)→ X by

(3.1) F (ϕ) = L(ϕ̃).

We consider the following condition.

(H1) There is a bounded linear map F̂ : Lp([−2π, 0], X)→ X that is an extension of F .

We can establish the following result of existence.

Theorem 3.1. Let X be a UMD space and 1 < p <∞. Assume that the phase space B satisfies axioms
(A1) and (C2) and that the condition (H1) holds. Then the following conditions are equivalent:

(a) For every function f ∈ Lp(T, X) there exists a unique 2π-periodic Lp-strong solution of (1.1).

(b) σZ(∆) = φ and {ik(ikI −A− Lk)−1 : k ∈ Z} is R-bounded.

Proof. Assume that for every function f ∈ Lp(T, X) there exists a unique 2π-periodic Lp-strong
solution x(·) of (1.1). Since B satisfies the axiom (C2) we can define F : C2π([−2π, 0], X) → X
according to (3.1). It is clear that F is a bounded linear map. By hypothesis (H1), there is a bounded
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linear map F̂ : Lp([−2π, 0], X)→ X that is an extension of F . We consider now the following functional
differential equation with finite delay 2π,

(3.2) y′(t) = Ay(t) + F̂ (yt) + f(t), t ∈ R,
where for this equation yt denotes the function yt(θ) = y(t+ θ) for −2π ≤ θ ≤ 0.

It is immediate that x(·) is a 2π-periodic solution of (1.1) if and only if it is a 2π-periodic solution of
(3.2). Proceeding as in the Section 2, for k ∈ Z, we define ek(θ) = eikθ for θ ≤ 0, and Lkx = L(ekx). It
is clear that Lkx = Bkx. Hence, applying Theorem 2.1 to the equation (3.2) we obtain (b). Conversely,
assume (b). By Theorem 2.1, for every function f ∈ Lp(T, X) there exists a unique locally p-integrable
and 2π-periodic strong solution y(·) of (3.2) and, hence, it is also a solution of (1.1). This proves (a).

�

Example 3. In the space B = Cg(X), where g satisfies the conditions (g-1) and (g-2), let L : B → X
given by

L(ϕ) =

∫ 0

−∞
a(θ)ϕ(θ)dθ,

where a : (−∞, 0]→ C is a continuous function such that

∫ 0

−∞
|a(θ)|g(θ)dθ <∞. Then L is a bounded

linear map. Moreover, if ϕ ∈ C2π([−2π, 0], X), then

F (ϕ) =

∫ 0

−∞
a(θ)ϕ̃(θ)dθ

=

∞∑
k=0

∫ −2kπ

−2(k+1)π

a(θ)ϕ̃(θ)dθ

=

∞∑
k=0

∫ 0

−2π

a(ξ − 2kπ)ϕ̃(ξ − 2kπ)dξ

=

∞∑
k=0

∫ 0

−2π

a(ξ − 2kπ)ϕ(ξ)dξ.

Let 1 < p <∞ and assume that
∞∑
k=0

(∫ 0

−2π

|a(ξ − 2kπ)|qdξ
)1/q

<∞,

then the function b(ξ) =
∑∞
k=0 a(ξ − 2kπ) ∈ Lq([−2π, 0]) ([9, Proposition 4.2.4]). Consequently,

F (ϕ) =

∫ 0

−2π

b(ξ)ϕ(ξ)dξ, ϕ ∈ C2π([−2π, 0], X).

Since b ∈ Lq([−2π, 0]), the map F admits a bounded linear extension F̂ : Lp([−2π, 0], X) → X given
by

F̂ (ϕ) =

∫ 0

−2π

b(ξ)ϕ(ξ)dξ, ϕ ∈ Lp([−2π, 0], X).

In this case, the operator Bk is given by

Bkx =

∫ 0

−2π

b(θ)eikθxdθ.
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Example 4. In the space B = C0×Lp(ρ,X), 1 < p <∞, assume that ρ(·) is a bounded function such

that
∫ 0

−∞ ρ(θ)dθ < ∞. For instance, the function ρ(θ) = eγθ for γ > 0 satisfies these conditions. Let
L : B → X given by

L(ϕ) =

∫ 0

−∞
a(θ)ϕ(θ)dθ,

where a : (−∞, 0]→ C is a continuous function such that

∞∑
k=0

(∫ −2kπ

−2(k+1)π

|a(θ)|q

ρ(θ)q/p
dθ
)1/q

<∞. Since

∫ −2kπ

−2(k+1)π

|a(θ)|q

ρ(θ)q/p
dθ ≤

(∫ −2kπ

−2(k+1)π

|a(θ)|q

ρ(θ)q/p
dθ
)1/q

for k large enough, then ∫ 0

−∞

|a(θ)|q

ρ(θ)q/p
dθ <∞

which implies that L is a bounded linear map. Moreover,
∞∑
k=0

(∫ 0

−2π

|a(ξ − 2kπ)|qdξ
)1/q

≤ sup
θ≤0

ρ(θ)1/p
∞∑
k=0

(∫ 0

−2π

|a(ξ − 2kπ)|q

ρ(ξ − 2kπ)q/p
dξ
)1/q

≤ sup
θ≤0

ρ(θ)1/p
∞∑
k=0

(∫ −2kπ

−2(k+1)π

|a(θ)|q

ρ(θ)q/p
dθ
)1/q

< ∞,
which allows us to repeat our assertions in the Example 3.

To avoid the assumption (H1), first we introduce the appropriate space of Stepanov bounded func-
tions.

Definition 3.1. Let 1 ≤ p <∞. We denote by BSp((−∞, 0], X) the space consisting of all measurable

functions ϕ : (−∞, 0]→ X such that sup
θ≤0

∫ θ

θ−2π

‖ϕ(ξ)‖pdξ <∞. The space BSp((−∞, 0], X) endowed

with the norm

‖ϕ‖Sp = sup
θ≤0

( ∫ θ

θ−2π

‖ϕ(ξ)‖pdξ
)1/p

is a Banach space.

We denoteX×BSp((−∞, 0], X) the space of functions ϕ : (−∞, 0]→ X included inBSp((−∞, 0], X)
endowed with the product norm

‖ϕ‖ = ‖ϕ(0)‖+ ‖ϕ‖Sp .

We consider the following axiom for the phase space B.

(S-p) The space X ×BSp((−∞, 0], X) is continuously included in B.

The space B = X ×BSp((−∞, 0], X) satisfies axioms (A), (B) and (S-p). A more general situation
is exhibited in the following example.

Example 5. Let B = C0×L1(ρ,X) the space constructed in Example 2. Assume further that 1 < p <

∞, q is the conjugate exponent of p and

0∑
k=−∞

(∫ 2πk

2π(k−1)

ρ(θ)qdθ

)1/q

<∞. Then X×BSp((−∞, 0], X)
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is continuously included in B. In fact, if ϕ ∈ X ×BSp((−∞, 0], X), then

‖ϕ‖B = ‖ϕ(0)‖+

∫ 0

−∞
ρ(θ)‖ϕ(θ)‖dθ

= ‖ϕ(0)‖+

0∑
k=−∞

∫ 2πk

2π(k−1)

ρ(θ)‖ϕ(θ)‖dθ

≤ ‖ϕ(0)‖+

0∑
k=−∞

(∫ 2πk

2π(k−1)

ρ(θ)qdθ

)1/q (∫ 2πk

2π(k−1)

‖ϕ(θ)‖pdθ

)1/p

≤ ‖ϕ(0)‖+ ‖ϕ‖Sp

0∑
k=−∞

(∫ 2πk

2π(k−1)

ρ(θ)qdθ

)1/q

≤ C‖ϕ‖X×BSp((−∞,0],X),

where C = max

1,

0∑
k=−∞

(∫ 2πk

2π(k−1)

ρ(θ)qdθ

)1/q
.

It is worth to point out that, in general, B does not satisfy the axiom (A1). Actually, even in the
scalar case X = R, we can take

ϕ(θ) =

{
k, −2πk ≤ θ ≤ −2πk + 1

k
0, otherwise θ ≤ 0.

Let x(t) = ϕ(t) for t ≤ 0 and x(t) = 0 for t ≥ 0. For 0 < t < 2π and k ∈ N, 1
k < t, we have that

‖xt − ϕ‖pSp ≥
∫ −2πk+ 1

k

−2πk−t
‖x(t+ θ)− ϕ(θ)‖pdθ

=

∫ −2πk−t+ 1
k

−2πk−t
kpdθ +

∫ −2πk+ 1
k

−2πk

kpdθ

= 2kp−1,

which shows that the function t 7→ xt is not continuous at t = 0.

Next we assume that B satisfies the axiom (S-p). Let L : B → X be a bounded linear map. We
consider the following condition

(H2) Let x : R → X be a continuous function that is p-Stepanov bounded on (−∞, 0]. Then the
function R→ X, t 7→ L(xt), is continuous.

For ϕ ∈ Lp([−2π, 0], X) we write ϕ̃ for the 2π-periodic extension of ϕ to (−∞, 0]. Since ϕ̃ ∈
BSp((−∞, 0], X) ⊂ B, we can define F : Lp([−2π, 0], X)→ X by

(3.3) F (ϕ) = L(ϕ̃).

Proceeding as in the previous paragraph, applying the Theorem 2.1 to the equation (3.4), we can
establish the following result.

Theorem 3.2. Let X be a UMD space and 1 < p <∞. Assume that B satisfies the axiom (S-p) and
that the condition (H2) holds. Then the following conditions are equivalent :

(a) For every function f ∈ Lp(T, X) there exists a unique locally p-integrable and 2π-periodic strong
solution of (1.1).

(b) σZ(∆) = φ and {ik(ikI −A− Lk)−1 : k ∈ Z} is R-bounded.
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Proof. Suppose that for every function f ∈ Lp(T, X) there exists a unique locally p-integrable and
2π-periodic strong solution x(·) of (1.1). Since B satisfies the axiom (S-p) we can define F from the
Lebesgue vector-valued space Lp([−2π, 0], X) to X by the relation (3.3). It is clear that F is a bounded
linear map. We can introduce now the functional differential equation with delay 2π,

(3.4) y′(t) = Ay(t) + F (yt) + f(t), t ∈ R.
Observe that x(·) is a 2π-periodic solution of (1.1) if and only if it is a 2π-periodic solution of (3.4).
For k ∈ Z, we define ek(θ) = eikθ for θ ≤ 0 and Lkx = L(ekx). Note that Lkx = Bkx. Hence, applying
Theorem 2.1 to the equation (3.4) we deduce (b). Conversely, assuming (b), we have by Theorem 2.1
that for every function f ∈ Lp(T, X) there exists a unique locally p-integrable and 2π-periodic strong
solution y(·) of (3.4). But then y(·) is also a solution of (1.1), proving (a).

�

Example 6. Let B = X ×BSp((−∞, 0], X), 1 < p <∞. Let L : B → X be given by

L(ϕ) =

∫ 0

−∞
a(θ)ϕ(θ)dθ,

where a : (−∞, 0]→ C is a continuous function such that

∞∑
k=0

(∫ −2kπ

−2(k+1)π

|a(θ)|qdθ
)1/q

<∞ and

∞∑
k=0

(∫ −2kπ

−2(k+1)π

|a(θ − |h|)− a(θ)|qdθ
)1/q

→ 0, h→ 0.

Since

‖L(ϕ)‖ ≤
∞∑
k=0

∫ −2kπ

−2(k+1)π

|a(θ)|‖ϕ(θ)‖dθ

≤
∞∑
k=0

(∫ −2kπ

−2(k+1)π

|a(θ)|qdθ
)1/q(∫ −2kπ

−2(k+1)π

‖ϕ(θ)‖pdθ
)1/p

≤
∞∑
k=0

(∫ −2kπ

−2(k+1)π

|a(θ)|qdθ
)1/q

‖ϕ‖Sp

which implies that L is a bounded linear map. Moreover, let x : R→ X be a continuous function that
is p-Stepanov bounded on (−∞, 0]. Then, for h ≥ 0, we have

L(xt−h − xt) =

∫ 0

−∞
a(θ)(x(t− h+ θ)− x(t+ θ))dθ

=

∫ 0

−∞
[a(θ − h)− a(θ)]x(t+ θ)dθ +

∫ h

0

a(s− h)x(t+ s)ds

which implies that

‖L(xt−h − xt)‖ ≤
∞∑
k=0

(∫ −2kπ

−2(k+1)π

|a(θ − h)− a(θ)|qdθ
)1/q (∫ −2kπ

−2(k+1)π

‖x(t+ θ)‖pdθ
)1/p

+‖
∫ h

0

a(s− h)x(t+ s)ds‖

≤
∞∑
k=0

(∫ −2kπ

−2(k+1)π

|a(θ − h)− a(θ)|qdθ
)1/q

‖xt‖Sp + ‖
∫ h

0

a(s− h)x(t+ s)ds‖
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converges to zero as h → 0. A similar estimates holds for h ≤ 0. Consequently, L also verifies the
condition (H2). In this case, we can also represent Bk as

Bkx =

∫ 0

−2π

b(θ)eikθxdθ

for an appropriate function b(·).

As an application of our results, in what follows we consider a nonlinear problem. We assume that
the assumptions of Theorem 3.1 are fulfilled, so that the linear equation (1.1) has a unique 2π-periodic
strong Lp-solution for all f ∈ Lp(T, X). We introduce the space E = C(T, [D(A)]) ∩ W 1,p(T, X)
endowed with the norm

‖u‖E = ‖u‖∞ + ‖Au‖∞ + ‖u′‖p,
where ‖ · ‖∞ denotes the norm of uniform convergence and ‖ · ‖p is the norm in Lp(T, X). It is clear
that E is a Banach space.

Let us denote by P : Lp(T, X) → E to the map defined by P (f) = u, where u is the 2π-periodic
strong Lp-solution of (1.1). It is clear that P is linear. Moreover, if the sequence (un)n ∈ E converges
to u for the norm in E, then un,t → ut as n → ∞ for the norm in B and for all t ∈ R. This implies
that P is closed. Hence, by the closed graph theorem, P is continuous.

We next consider the nonlinear equation

(3.5) x′(t) = Ax(t) + L(xt) +N(xt) + f(t), t ∈ R,
where N : B → X is a continuous function and f ∈ Lp(T, X). We can establish the following immediate
consequence.

Corollary 3.1. Assume that the hypotheses of Theorem 3.1 are fulfilled. Suppose in addition that N
satisfies the Lipschitz condition

‖N(ϕ)−N(ψ)‖ ≤ k‖ϕ− ψ‖B, ϕ, ψ ∈ B,
for a positive constant k such that ‖P‖k(2π)1/pQ < 1. Then the equation (3.5) has a unique 2π-periodic
strong Lp-solution.

Proof. We define the map Γ : E → E by

Γz(t) = P (f)(t) + P (Ñ(z))(t),

where Ñ(z) is the function given by

Ñ(z)(t) = N(zt), t ∈ R.

It is easy to see that Ñ : E → Lp(T, X), which implies that Γ is well defined. Furthermore,

‖Γz − Γy‖E = ‖P (Ñ(z))− P (Ñ(y))‖E
≤ ‖P‖‖Ñ(z)− Ñ(y)‖Lp(T,X)

= ‖P‖
(∫ 2π

0

‖Ñ(z)(t)− Ñ(y)(t)‖pdt
)1/p

≤ ‖P‖
(∫ 2π

0

‖N(zt)−N(yt)‖pdt
)1/p

≤ ‖P‖k
(∫ 2π

0

‖zt − yt‖pBdt
)1/p

≤ ‖P‖k(2π)1/pQ‖z − y‖E
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Hence Γ is a contraction. The fixed point x of Γ is the 2π-periodic strong Lp-solution of the equation
(3.5). �
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