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Abstract. We characterize the discrete maximal regularity for second order difference
equations by means of spectral and R-boundedness properties of the resolvent set.

1. Introduction

Let X be a Banach space and let A be a bounded linear operator. For a given sequence
(fn)n∈Z+ in X, the problem of producing a sequence (un)n∈Z+ such that

(1.1) ∆2un −Aun = fn,

for all n ∈ Z+ with the initial conditions u0 = 0 and u1 = 0 is called a discrete second
order Cauchy problem.

Consider a space Y (X) of X-valued sequences. If (fn)n∈Z+ ∈ Y (X) implies always
(∆2un)n∈Z+ ∈ Y (X), then the Cauchy problem is said to have Y -discrete maximal regu-
larity.

Maximal regularity of continuous time evolution equations has received much attention
in recent years. Concerning discrete time, lp- discrete maximal regularity for the evolution
equation ∆un −Aun = fn with initial condition u0 = 0 has been studied by the first time
by Blunck [5], [6] and Portal [17]. Recently, discrete maximal regularity for functional
difference equations with infinite delay was considered by Cuevas-Vidal [11].

Maximal regularity properties for the vector-valued discrete time equation (1.1) appears
not to be considered in the literature. An obvious analogy with the continuous case
suggests a wide range of problems which deserve to be investigated.

A motivation for this studies stems in the recent article by Palencia and Piskarev [16]
where the authors shown that the Cauchy problem for second order equations u′′(t) =
Au(t) + f(t) has the maximal regularity property in Lp([0, T ]; X) for some p ∈ [1,∞] and
T > 0 if, and only if, A is bounded.

We observe that the study of maximal regularity is very useful for treating semilinear
and quasilinear problems. Results in this direction have been studied extensively in recent
years (see for example Amann [1], Denk-Hieber and Prüss [12], Clément-Londen-Simonett
[10], the survey by Arendt [2] and the bibliography therein). One of the most important
modern tools to prove maximal regularity are operator-valued Fourier multiplier theorems.
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Given T ∈ B(X), in this paper we are able to characterize the discrete maximal regu-
larity of (1.1) by R-boundedness properties of the resolvent operator of I − T , namely we
will prove that the following assertions are equivalent in a UMD space X:

(i) T has discrete maximal regularity of order 2.
(ii) {(z − 1)2R((z − 1)2, I − T ) : |z| = 1, z 6= 1} is R-bounded.
To obtain this characterization, we use a recent result due to Blunck (see Theorem 1.3

of [5]).
We remark that the concept of R-boundedness was introduced by Bourgain [7] and

play a fundamental role in recent works by Clément-Da Prato [8], Clément et al. [9], Weis
[18, 19], Arendt-Bu [3, 4] and Keyantuo-Lizama [13, 14, 15].

For a quick overview of the organization of the paper, we present in Section 2 an
explanation for the the basic notations and we introduce the definition of the discrete
maximal regularity for the second order difference equations. To facilitate a comprehensive
understanding to the reader we have supplied several basic R-boundedness properties
which are a natural tool in our setting. We show how they can be used to obtain our
characterization about maximal regularity for equation (1.1). We also treat in Section 3
the same problem from the point of view of first order reduction.

2. Discrete maximal regularity for the second order problem

Let X be a Banach space. Let Z+ denote the set of positive integer numbers, ∆ the
difference operator of the first order, i.e. for each x : Z+ → X, and n ∈ Z+, ∆xn =
xn+1 − xn.

For T ∈ B(X) be given, define T : Z+ → B(X) by T (n) = Tn and consider the discrete
time evolution equation

(2.2) ∆xn − (T − I)xn = fn, x0 = x

or, equivalently,

(2.3) xn+1 − Txn = fn for all n ∈ Z+, x0 = x,

where the sequence f = (fn) is given. Then the (unique) solution x is given by xn+1 =
T (n)x + (T ∗ f)n where

(T ∗ f)n :=
n∑

k=0

T (k)fn−k =
n∑

k=0

T kfn−k, n ∈ Z+.

Let (fn) ∈ lp(Z+; X) and denote by x the solution of the equation

(2.4) xn+1 − Txn = fn for all n ∈ Z+, x0 = 0.

Then

(2.5) ∆xn =
n∑

k=0

(T − I)T kfn−k =: (T ′ ∗ f)n.

Recall that T ∈ B(X) is said to be power bounded if supn∈Z+
‖Tn‖ < ∞ or, equivalently,

T ∈ l∞(Z+, X). The following definition was introduced by Blunck [6, p.212].

Definition 2.1. Let 1 < p < +∞. Let T ∈ B(X) be a power bounded operator. We
say that T has discrete maximal regularity of order 1 if K1f := T ′ ∗ f defines a bounded
operator K1 ∈ B(lp(Z+, X)).
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This property of T ∈ B(X) has been proved to be independent of p ∈ (0,∞).

In this section, we consider the equation

(2.6) ∆2xn − (I − T )xn = fn for all n ∈ Z+, x0 = x, ∆x0 = x1 − x0 = y.

where T ∈ B(X), ∆2xn = ∆(∆xn) and f : Z+ → X.
Denote C(0) = I, the identity operator on X, and define

(2.7) C(n) =
[n/2]∑

k=0

(
n
2k

)
(I − T )k for n = 1, 2, ...

and C(n) = C(−n) for n = −1,−2, ... We define also S(0) = 0,

(2.8) S(n) =
[(n−1)/2]∑

k=0

(
n

2k + 1

)
(I − T )k

for n = 1, 2, ... and S(n) = −S(−n) for n = −1,−2, ...
Considering the above notations we can now state the following result.

Proposition 2.2. Let T ∈ B(X) be given, then the (unique) solution of equation (2.6) is
given by

(2.9) xm+1 = C(m)x + S(m)y + (S ∗ f)m.

Moreover,

(2.10) ∆xm+1 = (I − T )S(m)x + C(m)y + (C ∗ f)m.

Proof. Observe that equation (2.6) is equivalent to the following:

(2.11) xn+2 − 2xn+1 + Txn = fn for all n ∈ Z+, x0 = x,∆x0 = y.

Let vn := [xn, ∆xn], Fn := [0, fn] and RT ∈ B(X ×X) defined by

RT [x, y] = [x + y, x− Tx + y].

Then it is not difficult to see that equation (2.6) is equivalent to:

(2.12) vn+1 −RT vn = Fn, v0 = (x0, ∆x0) = (x, y).

which has the solution (see also (2.3) )

(2.13) vm+1 = Rm
T v0 +

m∑

n=0

Rn
T Fm−n.

Denote

RT =
[

I I
I − T I

]
.

Then a calculation show us that

Rn
T =




C(n) S(n)

(I − T )S(n) C(n)


 .
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The result is now a consequence of formula (2.13).

Remark 2.3. Let T ∈ B(X) be given and suppose that (I − T )1/2 exists. Then

C(n) =
(I + (I − T )1/2)n + (I − (I − T )1/2)n

2
and

(I − T )1/2S(n) =
(I + (I − T )1/2)n − (I − (I − T )1/2)n

2
Define PT := I + (I − T )1/2 and NT := I − (I − T )1/2. If PT and NT are power bounded
then T is power bounded. The converse is in general not true.

Now, let B and P be the operators in B(X ×X) defined by

B[x, y] = [NT x, PT y],

P [x, y] = [12(I − T )−1/2(y − x), 1
2(x + y)].

Note that P is invertible and

P−1[x, y] = [−(I − T )1/2x + y, (I − T )1/2x + y].

Is not difficult to see that RT = PBP−1 and that the solution of equation (2.11) can be
written as

(2.14) xm+1 =
1
2
(P k

T +Nk
T )x+(I−T )−1/2 1

2
(P k

T −Nk
T )y+

n∑

k=0

(I−T )−1/2 1
2
(P k

T −Nk
T )fn−k.

The following definition is the natural extension of the concept of maximal regularity
for the continuous case; cf. [16].

Definition 2.4. Let 1 < p < +∞. We say that T ∈ B(X) has discrete maximal regularity
of order 2 if K2f :=

∑n
k=1(I−T )S(k)fn−k defines a bounded operator K2 ∈ B(lp(Z+, X)).

As consequence of the definition, if T ∈ B(X) has discrete maximal regularity of order
2 then T has discrete lp-maximal regularity, that is, for each (fn) ∈ lp(Z+;X) we have
(∆2xn) ∈ lp(Z+; X), where (xn) is the solution of the equation

(2.15) ∆2xn − (I − T )xn = fn for all n ∈ Z+, x0 = 0, x1 = 0.

Moreover,

(2.16) ∆2xn =
n∑

k=1

(I − T )S(k)fn−k.

Next, we will recall the concept of R-boundedness. For j ∈ N, denote by rj the j-th
Rademacher function on [0, 1], i.e. rj(t) = sgn(sin(2jπt)). For x ∈ X we denote by rj ⊗x
the vector valued function t −→ rj(t)x.
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Definition 2.5. A family T ⊂ B(X) is called R-bounded if there exists Cq ≥ 0 such that:

(2.17)

∣∣∣∣∣∣

∣∣∣∣∣∣

n∑

j=1

rj ⊗ Tjxj

∣∣∣∣∣∣

∣∣∣∣∣∣
Lq(0,1,X)

≤ Cq

∣∣∣∣∣∣

∣∣∣∣∣∣

n∑

j=1

rj ⊗ xj

∣∣∣∣∣∣

∣∣∣∣∣∣
Lq(0,1,X)

for all T1, . . . , Tn ∈ T, x1, . . . , xn ∈ X and n ∈ N, where 1 ≤ q < ∞. We denote by Rq(T )
the smallest constant Cq such that (2.17) holds.

It is clear from the definition that any R-bounded family is bounded. The converse
of this assertion holds only in spaces which are isomorphic to Hilbert spaces. For more
details, we refer to Arendt-Bu [3, 4].

In order to prove the next theorem we need some basic properties of R-boundedness.

Remark 2.6. a) Let S,T ⊆ B(X) be R-bounded sets, then S ·T := {S·T : S ∈ S, T ∈ T}
and S±T := {S ± T : S ∈ S, T ∈ T} are R-bounded and Rq(S ·T) ≤ Rq(S)Rq(T) and
Rq(S±T) ≤ Rq(S) + Rq(T). Further, Rq({T}) ≤ ||T ||.

b) Each subset M ⊆ B(X) of the form M = {λI : λ ∈ Ω} is R-bounded whenever
Ω ⊆ C is bounded (I denotes the identity operator on X). This follows from Kahane’s
inequality (see [1, Lemma 1.7]).

Given f ∈ lp(Z; X) we recall that the Fourier transform on T := {z ∈ C : |z| = 1} is
defined as

Ff(z) = f̂(z) =
∑

j∈Z
z−jf(j), z ∈ T.

Proposition 2.7. Let T ∈ B(X) and suppose {(z − 1)2}z∈T ⊆ ρ(I − T ). Then

(2.18) Ŝ(z) = z((z − 1)2 − (I − T ))−1, z ∈ T,

and

(2.19) Ĉ(z) = z(z − 1)((z − 1)2 − (I − T ))−1, z ∈ T.

Proof. Given x ∈ X we define

fn =





x for n = 0

0 for n 6= 0.

A direct calculation shows that f̂(z) = x for z ∈ T. Consider the problem

(2.20) ∆2xn − (I − T )xn = fn for all n ∈ Z+, x0 = 0, ∆x0 = 0.

By Proposition 2.2 the (unique) solution is given by xn+1 = (S ∗ f)(n). Then zx̂(z) =
Ŝ(z)f̂(z) = Ŝ(z)x, z ∈ T. On the other hand, note that a direct calculation gives ∆̂x(z) =
(z − 1)x̂(z) for z ∈ T. Hence, applying Fourier transform in (2.20) and then multiplying
the result by z, we obtain

zx = ((z − 1)2 − (I − T ))zx̂(z) = ((z − 1)2 − (I − T ))Ŝ(z)x, z ∈ T,

obtaining the first assertion. To prove the second one, we note that by Proposition 2.2
we have ∆xn+1 = (C ∗ f)(n) and then z(z − 1)x̂(z) = z∆̂x(z) = Ĉ(z)x, z ∈ T. Therefore,
applying Fourier transform in (2.20) and then multiplying the result by z(z − 1) we get

z(z − 1)x = ((z − 1)2 − (I − T ))z(z − 1)x̂(z) = ((z − 1)2 − (I − T ))Ĉ(z)x, z ∈ T,
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and the proof is finished.

We recall now the following operator-valued multiplier theorem on T due to Blunck [5,
Theorem 1.3].

Theorem 2.8. Let p ∈ (0,∞) and X be a UMD space. Let M : (−π, π) \ {0} → B(X)
be a differentiable function such that the set

{M(t), (eit − 1)(eit + 1)M ′(t) : t ∈ I}
is R-bounded. Then there is an operator TM ∈ B(lp(Z; X)) such that

F(TMf)(eit) = M(t)Ff(eit), t ∈ I, Ff ∈ L∞(T; X)

of compact support.

Definition 2.9. An operator S ∈ B(X) is called analytic if the set

(2.21) {n(S − I)Sn : n ∈ N}
is bounded.

In what follows, we denote D(z, r) = {w ∈ C : |w − z| < r}.
Lemma 2.10. Let T ∈ B(X) such that T is analytic. Then σ(I − T ) ⊆ D(1, 1) ∪ {0}. In
particular, (z − 1)2 ∈ ρ(I − T ) whenever |z| = 1, z 6= 1.

Proof. Let M > 0 such that
M

n
≥ ||Tn(T − I)|| for all n ∈ N. Define p(z) = zn+1 − zn.

By the spectral mapping theorem, we have

||Tn(T − I)|| ≥ supλ∈σ(p(T )) |λ| = supλ∈p(σ(T )) |λ|

= supz∈σ(T ) |zn(z − 1)| = supw∈σ(I−T ) |w(1− w)n| ≥ |w||1− w|n,

for all w ∈ σ(I −T ), n ∈ N. Hence σ(I −T ) ⊆ D(1, 1)∪{0}. For the last assertion we note
that |(eiθ − 1)2 − 1|2 ≥ 1 for all θ ∈ (0, 2π).

The following is the main result of this paper.

Theorem 2.11. Let X be a UMD space and let T ∈ B(X) be power bounded and such
that T is analytic. Then the following assertions are equivalent.
(i) T has discrete maximal regularity of order 2.
(ii) {(λ− 1)2R((λ− 1)2, I − T ) : |λ| = 1, λ 6= 1} is R-bounded.

Proof. (i) ⇒ (ii) Define kT : Z→ B(X) by

kT (n) =





(I − T )S(n) for n ∈ N

0 otherwise,
and the corresponding operator KT : lp(N; X) → lp(N;X) by

(KT f)(n) =
n∑

j=1

kT (j)fn−j = (kT ∗ f)(n), n ∈ N.
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By hypothesis, KT is well defined and bounded on lp(N;X). By Lemma 2.10, (z − 1)2 ∈
ρ(I − T ) whenever |z| = 1, z 6= 1. Then, by Proposition 2.7 we have

k̂T (z) = (I − T )Ŝ(z) = z(I − T )R((z − 1)2, (I − T ))

= z[(z − 1)2R((z − 1)2, (I − T ))− I], z ∈ T, z 6= 1.

We observe that there exists LM ∈ B(lp(Z; X)) such that

F(LMf)(z) := (z − 1)2R((z − 1)2, (I − T ))f̂(z).

Explicitly, LM is given by (LMf)(n) := (KT f)(n − 1) + f(n). We conclude from [5,
Proposition 1.4] that the set in (ii) is R-bounded.

(ii) ⇒ (i). Define M(t) = (eit)(eit − 1)2R((eit − 1)2; I − T ) − (eit)I for t ∈ (0, 2π).
Then M(t) is R-bounded by hypothesis and Remark 2.6(b). A calculation show that
M ′(t) = ieitN(t) + eitN ′(t), where N(t) = (eit − 1)2R((eit − 1)2; I − T ) − I. Note that
M(t) is R-bounded if and only if N(t) is R-bounded (cf. Remark 2.6(b)). Moreover

(eit − 1)N ′(t) = 2ieit[N(t) + I]− 2ieit(eit − 1)[N(t) + I]2.

It shows that the set {(eit − 1)M ′(t)}t∈(0,2π) is R-bounded, thanks to Remark 2.6 again.
It follows the R-boundedness of the set {(eit + 1)(eit − 1)M ′(t)}. Then, by Theorem 2.8
we obtain that there exists TM ∈ B(lp(Z, X)) such that

F(TMf)(z) = z(z − 1)2R((z − 1)2, I − T )f̂(z)− zf̂(z), z ∈ T, z 6= 1.

By Proposition 2.7, we have F(C′ ∗f)(z) = z(I−T )R((z−1)2, (I−T ))f̂(z) = F(TMf)(z).
Then, by uniqueness of the Fourier transform, we conclude that K2 ∈ B(lp(Z, X)).

In case of Hilbert spaces, we have the following result.

Corollary 2.12. Let H be a Hilbert space and let T ∈ B(H) be power bounded and such
that T is analytic. Then the following assertions are equivalent.
(i) T has discrete maximal regularity of order 2.
(ii) {(λ− 1)2R((λ− 1)2, I − T ) : |λ| = 1, λ 6= 1} is bounded.

3. Reduction to first order problems

Let X be a Banach space and T ∈ B(X). In this section, we consider in X × X the
following problem

(3.22) vn+1 −RT vn = Fn,

where vn = [xn, ∆xn], Fn = [0, fn] and RT ∈ B(X ×X) is defined as

RT [x, y] = [x + y, x− Tx + y].

The following is the main result in this section.

Theorem 3.13. Let T ∈ B(X) and suppose that 1 ∈ ρ(T ). Then T has lp-discrete
maximal regularity if and only if the operator RT ∈ B(X × X) has lp-discrete maximal
regularity.
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Proof. Suppose T has lp-discrete maximal regularity. Given Fn := [fn, gn] ∈ lp(Z+; X ×
X), define

G̃n := [f̃n, g̃n] =





[0, g0] if n = 0

[fn, gn] if n 6= 0.

Let Ṽn := [x̃n, ỹn] be the solution of the equation

(3.23) Ṽn+1 −RT Ṽn = G̃n, Ṽ0 = 0,

and let Vn the solution of the equation

Vn+1 −RT Vn = Fn, V0 = 0.

It is easy to see that Vn+1 = Ṽn+1 + Rn
T (F0 − G̃0). Then we have only to prove that

(∆Ṽn) ∈ lp(Z+; X ×X).
In fact, according to the definition of RT , equation (3.23) is equivalent to the system

{
∆x̃n − ỹn = f̃n

(T − I)x̃n + ∆ỹn = g̃n,

which implies that x̃n must satisfy the equation

(3.24) ∆2x̃n − (I − T )x̃n = h̃n,

where h̃n := ∆f̃n + g̃n. Note that x̃0 = 0 and

x̃1 = ∆x̃0 + x̃0 = ∆x̃0 = ỹ0 + f̃0 = 0.

Since (f̃n) and (g̃n) are in lp(Z+; X), we obtain that ∆f̃n = f̃n+1 − f̃n ∈ lp(Z+; X) and
hence (h̃n) ∈ lp(Z+; X). Since T has lp-maximal regularity, we get that the solution x̃n of
(3.24) satisfy ∆2x̃n ∈ lp(Z+; X).

Since by hypothesis I − T is invertible, we obtain from (3.24) that x̃n and then ∆x̃n ∈
lp(Z+; X). Hence ∆Ṽn = [∆x̃n,∆ỹn] = [∆x̃n,∆2x̃n −∆f̃n] ∈ lp(Z+; X ×X) proving the
assertion.

Conversely, suppose RT has lp-discrete maximal regularity. Let (fn) ∈ lp(Z+; X) be
given and let xn be the solution of equation (2.15). Define Fn = [0, fn]. By hypothesis,
the (unique) solution vn of the equation

∆vn − (RT − I)vn = Fn, v0 = 0

satisfy ∆vn ∈ lp(Z+; X ×X). Define Vn = [xn, ∆xn]. Then V0 = [x0,∆x0] = [0, 0], and

∆Vn − (RT − I)Vn = [∆xn,∆2xn]− (RT − I)[xn, ∆xn]
= [∆xn,∆2xn]− [∆xn, xn − Txn]
= [0, ∆2xn − (I − T )xn] = [0, fn] = Fn.

We conclude that ∆2xn ∈ lp(Z+, X), proving the Theorem.
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